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t~.~.i~ cial Inf elli ~~;~,~-~-!? ~ ~~~nd~-m,~ ~iw~~ ~!~m~!w~~: s, ,~'~'~Y~~d• A stup;d oomputc, will 
stand machines that are able to perform rapidly and easily modified. A fifth key [ be easily revealed as such and the human 

Introduction tasks that, until recently, only human be- factor of intelligence is software efficien- will have no difficulty identifying it. On 
Twenty-two years ago the study of ar- ings could perform, and to perform them cy or how an entity adjusts lo novel hap- the other hand, if the judge cannot deter-

tificial intelligence (AI) had barely begun with the effectiveness and speed com- penings in the environment. Finally, soft- mine which terminal is connected to the 
to crawl. An area of study fraught with parable to a human {Banerji, 1969]. ware range concerns the size and range of computer then the computer will have 
controversy, diversity, and decentralized Donald Fink suggests that AI be defined programs with which a system can be passed the test and could be called a 
leadership and coordination, considerable very functionally as a) the ability of equipped and with which its central pro- thinking machine. To date, though 
progress has been made. AI is just now machines to organize information into cessor can cope. For all six key factors repeated attempts have been made, no 
reaching the point whereby it can have meaningful patterns and to recognize, mentioned the more advanced they are in com~'-'.tcr has passed lhe Turing Test un· 
crucial implications for all aspects of life. store, recall, and manipulate such pat- a system the more intelligent that system condit10nally. 
The home, industry, business, govern- terns in playing games, solving problems, is. They can be used as a framework lo This has only served to fuel the fire of 
ment, recreation, health care, and educa- answering questions and in controlling judge one system's intelligence in com- the opponents to the concept of a thinking 
tion will all be affected. This article will the actions of other mechanisms; b] the parison with another's. machine . Their arguments were first 
focus on the educational implications of ability of a machine to respond to patterns categorized by Turing and are essentially 
Al, now and in the near future. Specific of stimulation, particularly those not for- Intelligence, Thinking still the same today. They can be sum-
uses of AI will be illustrated and the seen in its design; and c] the observed per- and Learning marized as follows 1Evans, 1980). 
issues surrounding these uses evaluated. formance of such machines as measured Man has evaluated intelligence in 1) The Technological Objection -
However, in order to facilitate a more ac- by comparison with or in competition various ways for centuries. During the Man is a creation of God, and 
curate perception of the issues and to pro· against human intelligence (Fink, 19661. last sixty years the most common method has been given a soul and the 
vide equal footing from which to base However, the above definitions not with- has been the IQ lest with scores projected power of conscious thought. 
evaluations on, several critical terms and standing, the most quoted and concise on a scale from one to two hundred. For Machines are not spiritual be-
somewhat philosophical issues need to be definition is that of Marvin Minsky of those not keen on the idea of a computer ings, having no soul and thus 
discussed first. MIT who defines AI as the science of mak- being intelligent, it should be a comfort to must be incapable of thought. 

Essential Definitions 
The most obvious place to start is with 

the term artificial intelligence. There are 
probably as many different definitions of 
this concept as there are people doing 
research in it. Nonetheless, there is 
general agreement that AI is a branch of 
advanced engineering, though not to be 
confused with the study of computers, 
which is computer science. Instead, AI is 
a study of computer programs jBoden, 
1977]. AI is also a cognitive science con­
cerned with the nature of learning and 
language jPapert, 1980J. It has also been 
identified as one of the three leading 
technological breakthroughs of modem 
times along with genetic engineering and 
microelectronics (Bernhard, 1980]. 

Definitions from leading researchers in 
the field begin to explain its scope and 
purposes somewhat more specifically. 
Margaret Boden, a philosopher from the 
University of Sussex, defines AI as the 
study of intelligence as computation or 
the development of a systematic theory of 
intellectual processes [Boden, 1977}. 
Similarly, Seymour Papert, a mathemati­
cian with an extensive background in 
educational psychology, describes AI as 
the use of computational models to gain 
insight into human psychology and reflect 
on it as a source of ideas about how to 
make mechanisms emulate human in­
telligence (Papert, 19801. Robert Bernhard 
suggests that AI is the method by which 
behavorial scientists will develop the first 
detailed models of human thinking (Ber­
nhard, 19801. Banerji Ranan offers yet 
another perspective by defining AI as the 
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ing machines do things that people need in- know that modern day computers would 2] The Head in the Sand Objection -
telligence to do (The Seeds of Artificial In- not earn more than a mere fraction of a This is really not an argument 
telligence, 1980). point on a standard IQ test (Evans, 1980). about why it cannot happen, 

Another way to look at AI is to examine However, it is also important to but rather an expression of a 
each term of the concept. "Artificial" can remember that man has had several hun- wish that it never will, such 
be easily defined as synthetic, man-made, dred million years to develop, while com- as 'what a horrible idea!' 
or unnatural, terms most people apply to puters have only been around for thirty 3] The Extra Sensory Objection - If 
computers. But attempts to define ''in- years, and the field of AI even less. there was such a thing as ex-
telligence" simply and satisfactorily are Moreover, al this point AI research is only trasensory perception and if ii 
considerably more difficult. Nonetheless, concerned with making a computer in- were is some way a function 
it is necessary to confront this definitional telligent. The other functions man has, of human brains, then ii can, 
dilemma in order to firmly grasp the im- and has had to put equal effort into also, be an important part of 
plications of AI and the controversies sur- developing, such as reproduction, human thought. However, in 
rounding it. defense, mobility, socialization , repair, the absence of any evidence 

Christopher Evans in The Mighty and maintenance are not of concern to proving that computers are 
Micro ( 1980) defines intelligence as the computers. Regardless of this present telepathic, one must assume 
ability of a system to adjust appropriately situation, what should be obvious is that that they can never be cap-
to a changing world. The greater its ability the term "intelligence" is a complex one able of thinking. 
to adjust, that is its degree of versatility; indeed and not one to be used lightly. 41 The Personal Consciousness Objec-
the more intelligent that system is. As a Consequently, it will be used in quota- lion - Not until a computer 
general working definition this one is suf- tions throughout the rest of this article. can write a sonnet or com-
ficient, but it does not deal with the more Another issue of semantics the Al pose a concerto because of 
subtle facets of intelligence that are field deals with concerns the concept of thoughts and emotions felt , 
necessary for a true understanding of the thinking, usually with respect lo the not by the chance fall of sym-
concept. Therefore, Evans (19801 suggests perennial question: can computers think? bol_s, an~ know that !t had 
six key factors that can be used to deter- Alan Turing, the British genius and wnt~en ti, can a m_ac~me be 
mine a system's degree of intelligence. mathematician, while neither defining considered lo be thmkmg. 
While they are described in technological the term precisely nor answering the 5] The Unp~edictability Objection -
terms, they apply equally to all biological question unequivocally, did propose a W_htle human~ behave and 
systems as well. The first key factor is solution that has generally settled the thmk unpredictably, com-
data capture ability, which is a system's issue !Evans, 1980). His solution took the puters ar~. created according 
ability to extract information from the en- form of a test now called the Turing Test to a spec1f1c set of rules and 
vironment. Another important aspect of for Thinking Machines. The test is based operate only according lo a 
intelligence is data storage ability, that is , on the idea that humans infer what others specific script, therefore 
the ability of an entity to store informa- are thinking by the kind of conversation thinking mu~t _he an essential-
lion once it is captured and then refer to it they can have with them. ly human ability. 
in the future to improve its ability to ad- The Turing Test basically involves two 6} The •~e J_iow Stupid They Are' Ob-
just to the environment. The third critical humans and one computer. One human 1ect1on . - . ~cause of the 
part of intelligence is processing speed. serves as the judge or tester and in con· 1 many hm1tallons computers 
This refers to the speed at which a system nected by computer terminals to the other now have there is no hope 
can process information and switch be- human and to the computer being evalu- lhat they could ever think. 
tween basic units. ated. The judge cannot know in the begin· 71 The 'Ah But It Can't Do That' Ob-

Software flexibility, the fourth factor, is ning which terminal is connected to jection .- This is an eternally 
probably the most important factor of in- which, but by typing messages into either r_egressmg argument that con-
telligence. It can be described as the ex- terminal and by receiving messages back tmually adds a new challenge 

every time an earlier one is 
met. 

Bl The 'It Is Not Biological' Objection 
- Only living things can have 
the capacity for thought , so 
non-biological systems can­
not possibly think. 

91 The Mathematical Objection -
Based on Kurt Godel's 
theorem the argument 
follows that no matter how 
powerful a computer is it can 
never tackle every task on its 
own. 

10] Lady Lovelace's Objection - A 
computer cannot do anything 
it has not been programmed 
lo do. 

Each of these arguments has been 
refuted by Turing as well as many other 
proponents of the thinking machine. To 
this group past failures merely imply that 
the technology necessary is not yet 
available, not that it never will be 
available (Dreyfus, 19801. Moreover, 
many computer programs with limited 
thinking abili ties have been developed, as 
will be shown later. 

Regardless of which side is right. there 
are negative implications for both. For ex­
ample, if computers were proven unable 
to think then that would imply that a 
scientific account of thinking is not possi­
ble, that thinking is beyond the range of 
rational thought , and that those who do 
think must contain a non-mechanical or 
non-physical mysterious something. On 
the other hand, if computers were proven 
able to think, then man would be merely a 
wonderful rational thinker no better than 
a machine !Kugel, 1979). Both options 
pose interest ing dilemmas, which is why 
the controversy is so heated at the pre­
sent . 

A final issue surrounding the field of AI 
that must be dealt with concerns the con­
cept of learning. Just as the degrees of in­
telligence and thinking ability are used to 
evaluate an AI computer program so is its 
ability to learn. The term learning is 
typically defined as the capacity of a 
system to change its behavior as a conse­
quence of experiences (Michie, 1974). 
However, the controversy does not con­
cern this definition, but rather the 
theories for how learning, particularly the 
learning of language, takes place. AI work 
cuts across the age-old conflic t about the 
relation between linguistic ability and 
other congnitive functions in the develop­
ing child. Questions concerning the 
domain-specificity of certain abilities. 
their relationship to particular brain 
structures, and their extent of innateness, 
all come into play when an AI researcher 
attempts to simulate or duplicate human 
" intell igence," 

Typically, either the traditional Chorn­
skian or Piagetian perspectives are used as 
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frameworks for the AI computer pro­
grams. According to the Chomskian view 
each child is born with a definite 
linguistic competence that is extremely 
specific to language, has little overlap 
with other congnitive abilities, and is 
determined by innate biological struc­
tures. In contrast, the Piagetian perspec• 
tive maintains that linguistic competence 
shares the major congnitive processes 
with other intellectual domains and is ex­
plicable in terms of the psycho­
development process based predominate­
ly on unstructured experiences (The 
Seeds of Artificial Intelligence, 1980). 
Regardless of which point of view ever 
proves correct, AI has a direct bearing on 
the issue. For no complete model of 
human intelligence can ever be devised 
without a clear theoretical framework 
upon which to base it. Consequently, only 
a very few AI programs at this time ex­
hibit any learning abilities. 

Obviously the issues surrounding the 
field of AI are neither simplistic nor easily 
solved. As a result , their effect on the ac­
tual work done is great and will remain so 
until they are satisfactorily resolved. One 
of the primary areas toward which AI 
research is being directed, and one that 
confronts many of these issues directly, is 
education. To fully appreciate the impact 
that AI is having, and will be having, on 
education this paper will review the pre­
sent and potential uses of computers in 
education. 

Computers in Education 
The use of computers in education has 

traditionally been in just lwo domains 
(Sugarman, 1978). The first of these is the 
use of computers for class scheduling, 
regis tration, payroll matters, and general 
record keeping. The other use of com­
puters in education is computer aided in­
struction (CAI) or programmed instruc­
tion. CAI was first introduced into educa­
tion in higher education and industrial 
training in the late 1950's when com­
puters were still quite large, very slow, 
and had rather small memories by today's 
standards. While considered to be revolu­
tionary at the time, CAI never fulfilled its 
initial promises. Compared to some pre­
sent day computers those used initially 
for CAI can be considered stupid. They 
were typically employed to drill a large 
number of students in memorization exer· 
cises or to present material in small, 
highly structured pieces, each idea 
building on the last , and each piece 
followed by a simple question to facilitate 
integration. Today in primary and secon­
dary schools, CAI is often integrated into 
foreign language and social classes 
studies. At the university level many in­
troductory courses in mathematics or 
physics utilize the traditional CAI as a 
supplement to regular lectures. 
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CHILD MOLESTATION 
NOT 

AN EASY TOPIC 
TO DEAL WITH. 

Here are two films that approach 
this theme in a sensitive, non­
threatening manner which will 
assist teachers and resource 
people to teach children to 
avoid situations of potential 
child sexual abuse. 

Just released, BETTER SAFE 
THAN SORRY II reinforces the 
three rules for children to 
remember whenever they are 
confronted with a situation 
that is unfamiliar or possibly 
dangerous. This title, designed 
specifically for primary grades 
(ages 5 • 9), has been produced 
as a result of the overwhelming 
success of BETTER SAFE 
THAN SORRY. 

Released in 1978, BETTER 
SAFE THAN SORRY dealt with 
the same topic for children 
ages 9 - 14 and has been 
effectively used by public 
libraries, schools, various 
community agencies including: 
Block Parents, children's aid 
societies and police depart­
ments across Canada. 
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(Ages 9 - 14) 

15 min. col. 16 mm 

Available for preview for I 
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Missis511uga, Onlarlo L42 1 P3 
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(418) 272-4100 
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Regardless of their specific function 
most of the early CAI programs have two 
detrimental characteristics (Raphael, 
1976). First, only one-way communication 
is allowed. Material is presented in a 
passive manner and the student is not 
allowed to interact with it in any original 
way. Secondly, because the computer 
does not allow significant two-way com­
munication, the student is not encouraged 
to think. Many people feel that this is very 
detrimental to a student's natural in­
itiative, originality, and creativity. 
Moreover, only a few studies show that 
students gain significantly from the fac­
tual information presented by CAI. With 
these restrictions in mind it is obvious 
why CAI's popularity suffered so severely 
in the late Seventies. 

Fortunately, work in AI has progressed 
to such a point that some computer pro• 
grams, while not yet capable of passing 
the Turing Test, have definitely become 
"intelligent" computers. AI has provided 
the second chance CAI was in desperate 
need of. 

Applying AI to CAI 
The new programs produced by AI 

research are based on the belief that a 
highly intelligent, empathetic, personal 
tutor can enhance the intellectual devel­
opment of children, even if it is not a 
human but a computer (Raphael, 19761. 
Furthermore, the AI researchers realize 
that for learning to take place there is 
more involved than merely placing infor­
mation in a student's memory (Norman, 
1979). Therefore, the programs developed 
are highly sophisticated and have attemp· 
ted to incorporate many of the best 
characteristics of the best human 
teachers. Criteria for an effective AI pro­
gram for "intelligent" CAI include the 
ability to respond to two-way communica­
tion; to decide whether to generate a par· 
ticular display; to test knowledge of a cer­
tain concept that previously posed pro­
blems to the student; to terminate an in­
teractive session if the student's interest, 
motivation, or competency diminishes; to 
determine a sequence of experiments 
needed for the student to gather the best 
information; to select both difficult and 
easy paths toward a solution; to generate 
feedback dynamically; to improve perfor• 
mance over time; to possess a wide range 
of behavorial goals for the learner; and to 
present a structural description of the sub­
ject matter and performance criteria (Of­
fir, 19761, There are basically seven ap­
plications of Al programs that have arisen 
from these criteria for "intelligent" CAL 
While none are entirely exclusive of any 
other, each type does offer a slightly dif­
ferent emphasis or perspective. 

The most successful and most widely 
implemented and evaluated AI programs 
for educating children are based on the 
principle that the child should control the 
computer rather than letting the com­
puter control the child, as it traditionally 

does. A specific example of this, using a 
language called LOGO, is Turtle 
Geometry (Papert, 1980). Developed by 
Seymour Papert and his colleagues at the 
Artificial Intelligence Laboratory and 
Computer Science Laboratory at MIT dur­
ing the early Seventies, Turtle Geometry 
is probably the first AI program designed 
particularly with the needs of children in 
mind. The language, LOGO, is non­
mathematically oriented, simple to learn, 
based predominantly on symbols, but 
most importantly, sophisticated enough to 
be as powerful as many professional com­
puter languages. The Turtle is, as Paper! 
describes it, an "object to trJr.k with" 
[Papert, 1980, p. 111. More concretely, the 
Turtle is a computer controlled cybernetic 
animal that exists in the congnitive mini­
culture of the LOGO environment. It can 
be triangle on a computer screen or a 
mechanical object. The Turtle robot can 
run on the floor with a pencil in its center 
which can be lowered so that the turtle 
leaves a trail behind itself. Overtly , 
children use LOGO to program the Turtle 
to draw geometric shapes of the teacher's 
or their own choosing. This activity 
teaches them many principles and con­
cepts of geometry. Indirectly, and pro· 
bably most importantly, the children 
learn to verbalize their ideas in a concise 
manner, divide a task into manageable 
chunks, and correct and improve trial 
solutions progressively. In general, what 
the children develop as a result of their 
work with the Turtle is a very 
sophisticated style of problem solving ap­
plicable to any other school subject as 
well as all additional aspects of their lives. 
Moreover, they truly enjoy learning this 
way, which is something that cannot 
often be said for tradit ional teaching 
methods. 

A second use of " in telligen 1 ·' computer 
programs is called mixed initiative com­
puterized educational instruction 
systems (Raphael, 19761. In this instance 
the computer acts as an active partner in 
the student's learning process. It does not 
merely feed facts to the student like the 
old CA[ programs, nor is it programmed 
exclusively by the student as with Turtle 
Geometry. [nstead, these programs use a 
fairly extensive knowledge base to 
facilitate the student's acquisition of the 
material. They can ask questions of the 
student based on past performance as 
well as answer questions posed by the s tu• 
dent. Furthermore, these programs can 
understand natural language commands 
to a fairly sophisticated degree, sense stu­
dent boredom or the need to change the 
pace of a course, and guide the work to 
areas the student needs the most help 
with. 

One example of this type of 
" intelligent" program is called SCHOLAR 
(Raphael, 19761. SCHOLAR's specific do· 
main is South America geography and 
meteorology. While it is undoubtably 
restricted, its knowledge base of the 

specific topics is extensive and is natural 
language understanding system is truly 
remarkable. Like Turtle Geometry it 
teaches advanced reasoning procedures as 
well as South American geography and 
meteorology. 

Another example of the mixed initiative 
computerized educational instruction 
systems is SOPHIE, which tutors elec­
tronic troubleshooting (Bregar, 1980 ). Like 
SCHOLAR, though its domain is re­
stricted, SOPHIE's understanding of 
natural language is very flexible. It can 
respond to questions students asks about 
actual or hypothetical situations, and 
analyzes students' responses by determin• 
ing the consistency of their arguments. It 
also helps students to develop sound 
reasoning skills as well as competency 
with electronic circuits. 

A third application of AI programs in 
education is called expert programs (The 
Seeds of Artificial Intelligence, 19801. 
These possess a substantial amount of 
knowledge about a given problem domain 
and, most importantly, the procedural 
skills necessary for solving such pro· 
blems. They are not merely a computeriz­
ed library that provides information, for 
they can manipulate the information in 
quite a sophisticated manner as well. 
Typically these AI programs are created 
in limited specialty areas of mathematics, 
the sciences, and particularly medicine, 
by an AI expert in conjunction with one 
or more human specialists in that field. A 
few examples include MOLGEN created 
to plan experiments in DNA manipula­
tion, INTERNIST which is used to 
diagnose internal medical problems, and 
HEADMED that serves as a psychophar­
macology advisor. Doctors use these pro­
grams for advice and confirmation of dif­
ficult medical diagnoses. So far, though 
they are not used widely, their success 
rate has been quite high. Nonetheless, the 
use of expert programs in education has 
been limited to the confirmation of prac• 
lice diagnoses by students specializing in 
that particular field of medicine the com­
puter is programmed in. However, with 
time, their use may be expanded to a 
wider range of less specific subjects so 
that they may be applicable to the general 
classroom as well. 

"Intelligent" computer programs also 
have been developed to tutor experimen• 
tally based mathema1ics and physics 
courses [Raphael, 1976) . This fourth form 
of Al program utilizes graphics extensive­
ly to simulate actual experimental condi­
tions. By trying an experiment out first on 
the computer a student can save both time 
and resources. Students are also en­
couraged to hypothesize difficult or even 
impossible experiments to do in the 
laboratory, because the computer can 
simulate these results as well. For what 
would take hours to calculate and plot 
even with a hand held calculator, like the 
shape of curves as certain variables 
change or the behavior of balls under dif-

ferent conditions in a kinetics problem, 
the "intelligent" computer can do instant­
ly. Compu ter simulations can even sug­
gest further areas of exploration. Similar 
to the other types of ·'intelligent·' com· 
puter programs discussed, these programs 
encourage student initiative and general 
problem solving skills. 

A fifth way programs developed by Al 
research are being utilized for education is 
in teaching foreign languages (Raphael, 
1976). In one instance the computer can 
operate a slide projector and a tape 
recorder, so that the student can hear the 
new word pronounced correctly, while at 
the same time associate it with an ap• 
propriate illustration. The number of 
words or the speed at which they are 
presented can be altered by either the 
computer or the student, for both are 
capable of detecting errors and areas in 
need of additional work. Once again good 
study and problem solving skills are em· 
phasized. More technically advanced pro­
grams use visual representation of 
phonetic sound patterns to compare and 
contrast input by teacher and students or 
even the computer and students. This is 
especially helpful to students concerned 
with getting the proper accent for each 
word. These programs have also been us­
ed quite successfully to help deaf in­
dividuals to learn to speak. Traditional 
methods of depicting the appropriate 
sounds have often been widely misinter· 
preted by the deaf person and have thus 
resulted in very poor speech patterns. 

The sixth use for the new "intelligent" 
computers in education is computerized 
homework (Raphael, 1976). These pro­
grams, often used in conjunction with 
math classes, present problems for 
students to work out. As students improve 
the difficulty of the problem increases. 
Each problem is composed of randomly 
selected numbers so !hat lessons can be 
repeated without the exact same pro• 
blems being presented. Should the 
students find a certain problem par• 
ticularly difficult they can ask for clues 
from the computer, or the computer will 
revert to an easier but similar problem 
and will slowly guide the student to the 
correct answer of the more difficult pro­
blem. Studies of this type of AI program 
show that more homework is completed 
in a much more enjoyable way, which 
probably leads to better course marks. 

A final use for the " intelligent" com­
puters developed by AI is the one most 
enjoyed by the students. Authoring pro· 
grams allow students to create their own 
computerized lessons for other class 
members to use !Raphael. 19761. This ac­
tivity requires students possess a 
thorough understanding of a topic 
regardless of its breadth, a competency 
with a computer language or at least an 
understanding of how a computer utilizes 
natural language, and most importan tly, 
highly developed problem solving skills to 
debug the programs so that ot hers can 
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benefit from them. As with all the other 
uses for "intelligent" computers the pro· 
blem solving skills are emphasized 
because of their applicability to all facets 
of life regardless of the specific problem al 
hand. 

The Benefits 
These seven examples of the use of Al 

for CAI demonstrate the many benefits 
that students could receive if these pro· 
grams were to be implemented widely in· 
stead of in just the few laboratories and 
experimental settings now available. 
Specifically, the benefits of these pro· 
grams in education can be summarized as 
follows. 

First , they can reduce the number of 
computer elite (Boden, 19771. As our 
society becomes more reliant on com­
puters those who can interact competent­
ly and comfortably with them will be at a 
definite advantage over those w ho can­
not. It is important that children be in­
troduced to computers at an early age and 
the school is the perfect setting for this to 
occur. Second, they can create an oppor· 
!unity for students to think about their 
own th inking in a very helpful way 
(Boden, 1977). In order to program a 
computer and then debug the program 
students must take a positive attitude 
rather than a self defeating, negative one 
(Bregar, 1980). Furthermore, they must be 
able to describe verbally and concisely 
their reasoning, future plans, and the 
mistakes they have made. Few other 
school exercises require such precise and 
in depth analysis of the thought process 
!Raphael. 1976). Consequently, the stu• 
dent deliberately learns to imitate 
mechanical thinking and is able to ar­
ticulate what mechanical thinking is and 
what it is not. This can lead to a greater 
confidence about the ability to choose a 
cognitive style that suits the problem, not 
to mention the realization tha t there is 
such a thing as a cognitive style in the first 
place. This is not to say that mechanical 
thinking is necessarily the best approach , 
though it may be in a mathematics class, 
but merely that through work with "in­
telligent" computers students will have 
the opportunity to learn to think ar• 
ticulately about their thinking with 
respect to the particular problem at hand. 

Third, Al programs can produce an im­
provement in the unders tanding of the 
sciences and mathematics (Boden, 19771. 
A great number of students, par ticularly 
females, grow up with a serious fear and 
general apprehension to anything mathe­
matically oriented. Commonly called 
mathophobia, this phenomenon tends to 
irreparably separate the humanities from 
the sciences within society. Two cultures 
arise from this situation, each set on 
strengthening the differences between the 
two. An early introduction and competen­
cy with computers allows mathematics to 
become a natural vocabulary, not in op­
position to but complementary to the 
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traditional linguistic language. As a result 
the gulf between the humanities and 
sciences could be lessened and ultimately 
society could retire the compartmental­
ized view of knowledge and learning and 
instead see how well each "side" could 
benefit the o!her. Less abstraclly, 
students can realize how well each subject 
in school compliments the others and how 
much each has in common, for there are 
very few subjects that could not be taught 
to at least a minimal degree with an ''in­
telligent•' computer program [Paper!, 
1980). Fourth, these programs should pro· 
duce an increase in the degree of student 
participation (Raphael, 19761. "Intelli• 
gent" computer programs by their very 
nature require a great deal of active stu· 
dent involvement. No longer can a stu• 
dent merely daydream through a 
teacher's lecture. Each idea presented by 
a computer must be acted upon by the 
student. When a student has complete 
charge of the programming even more in­
volvement is required. A mere nod of the 
head in acquiescence will not encourage a 
computer to continue. Undoublably, this 
makes a student a better learner by 
sharpening the concentration and atten­
tion spans and by reinforcing the idea that 
learning is most productive when it is an 
active process. 

Whether or not Al's potential lo 
positively effect education will be realized 
can only be speculated. Though the issues 
involved are many it is clear that any talk 
of the future must be based on the 
assumption that computer technology has 
not reached its peak that growth will con· 
tinue I Evans, 19801. Improvements are 
needed in the programs' · abilities to res­
pond to natural language and in under• 
standing of the human thought and 
reasoning processes in order for the pro­
grams lo be truly interactive and "in· 
telligen t." 

Some Objections and Concerns 
Opponents to widespread "intelligent" 

computer use in the classroom fear that 
computers will take over the teacher's 
job. This is highly unlikely for computers 
are a long way from possessing all the 
necessary trails required to abolish the 
teaching profession as it is today. None­
theless, computers will be used increas­
ingly to supplement human lectures, pro· 
vide unlimited individual attention and 
infinite patience, and to keep lessons 
moving al a pace beneficial to all 
!Raphael, 19761. Even if computers were 
to gain the technological sophistication 
necessary to take the teacher's place such 
a drastic change would likely occur very 
slowly to many impending factors in 
educational institutions (Sugarman, 1978f. 
Undoubtably, the classroom is an ar­
tificial and inefficient learning environ­
ment, but one that was forced out of 
necessity to develop because certain 
essential subjects such as mathematics 
and writing could not be assimilated in in-
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formal environments. Clearly, only truly 
"intelligent" computers capable of pass­
ing Turing's rigorous test would ever 
allow modification of the learning en­
vironment so that the knowledge schools 
now try to teach could be learned without 
human mediated instruction (Papert, 
1980). 

Another concern of the critics of Al's 
applications to education is the present 
lack of standards by which computers 
operate in the classroom. They feel that 
any teaching tool professing to be as 
powerful as computers are should not be 
implemented widely without some kind 
of protective restrictions. While 
Orwellian images of children 'running 
wild,' 'drugging themselves,' or 'making 
life impossible for their parents' are pro­
bably exaggerated, they do exemplify an 
area in great need of attention [Papert, 
1980). A lasting solution can be possible 
only when education becomes a true 
science and the real nature of learning is 
understood !Evans, 1980). Simple solu­
tions in the past, such as Skinner's 
teaching machine, have been insufficient 
and have probably done more to confuse 
than to resolve the problem. At present 
teachers, AI researchers, and ad­
ministrators subscribe to their own per­
sonal theories of learning regardless of 
their actual appropriateness to the 
specific teaching situation. Only time can 
tell whether or not those with the power 
will have enough.foresight and insight to 
address the confusion before it is loo late. 

One other major issue raised by Al's op· 
ponents is whether or not the ability of 
people to do simple calculations will be 
lost due to the computer's greater efficien­
cy and accuracy with computational skills 
(Evans, 19801. This may not be actually 
detrimental because, though at this point 
it is impossible lo tell, many people feel 
that truly natural and interactive mathe• 
matical powers are already inhibited by 
the formal discipline of learning trivial 
computational rules. ·'Intelligent" com­
puters. they argue, will free students from 
the need to learn these unnecessary skills 
in mathematics and other subjects, so that 
they can tackle higher levels of learning 
and understanding. Consequently, it is 
possible that as computers become more 
''intelligent'' student intelligence will also 
increase. These more ''intelligent" 
students will then develop even better 
computers in a never ending upward 
spiral (Raphael, 1976]. While this totally 
limitless growth in computing is neither 
predicted nor desired by many at present, 
it is surely possible. 

Conclusion 
Even though Al's opponents present 

some very real problems demanding at· 
tenlion, it appears they will do little to 
stop or even slow AI research into educa­
tional applications. Consequently "in­
telligent" computer use in the classroom 
will probably have an even greater effect 

on the intellectual development of I children than any other teaching tool or 
technology, including the television, 
previously devised [Papert. 19801. Ob­
viously, the issues discussed earlier con- [ 
cerning intelligence, thinking, and learn­
ing will need to be settled and many tech- 1 
nological and social obstacles must be . 
overcome. However, with the present dis- f 
illusionment with the current school 
system and the promises that Al's applica I 
tion to education have offered, little ap I 
pears to be stopping the eventual wide­
spread use of artificial intelligence in 
education. 
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By Paul Hurly 

The bountiful harvest of recent books 
concerned with the role of new media in 
education and society leaves educators 
and educational administrators with few 
excuses for being ill-informed. The 
following is a sample of some of the best 
of the new crop. 

Robert P. Taylor gathered five of the 
most innovative educators using com­
puters in the United States - Alfred Bork, 
Thomas Dwyer, Arthur Luehrmann, 
Seymour Papert and Patrick Suppes - to 
discuss their philosophies and approaches 
in The Computer in the School: Tutor, 
Tool, Tutee. Taylor conceived a tri· 
modal framework for analyzing the 
educational role of computers which 
these five pioneers describe. 

As a tutor the computer tests student 
knowledge, provides remedial material, 
and manages the learning process. As a 
tool the computer is programmed to per­
form such functions as simulations or 
word processing. The tutee mode, which 
receives the greatest focus in the book, is 
when the student tutors the computer via 
a computer language. Beautifully conceiv-
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BOOK REVIEWS 
ed, Taylor's text provides an uplifting 
glimpse of the potential future direction of 
schooling and formal learning in North 
America. 

A much broader range of educational 
technologies are scrutinized by the 
authors gathered by Sheehan in Infor­
mation Technology: Innovations and 
Applications. By itself this book does not 
provide sufficiently detailed descriptions 
of the new technologies to assist those 
readers who are less well informed about 
computers and new media terminology. 
The strength of this book is its attention to 
the broader context in which decisions 
are made regarding the use of educational 
media and information technology. 

Manfred Kochen and Carl Adams 
discuss the challenge of planning for the 
implementation of information technolog­
ies and responding educational to their 
impact on society. They also identify 
some benefits of information technologies 
for planners . Richard Evans provides an 
update of his 1968 study on resistances to 
innovation in higher education and sug­
gests several pragmatic steps for overcom­
ing the blockages. Despite the learned opi­
nions of Sheehan and his colleagues, 
however, educational technologists may 
sense that information technologies will 
have a far greater impact on the typing 
pool than in the classroom domain of the 
professor. 

In Meeting Learners' Needs Through 
Telecommunications, Raymond Lewis 
has provided impressive evidence that in­
novative media-based educational pro• 
grams are alive, well and thriving. Using 
mail and telephone surveys Lewis compil· 
ed summaries of 70 educational programs 
at the college and un iversity level which 
use CATV, interactive CATV, teleconfer­
encing, videoconferencing, computers 
and computerconferencing, television 
and videotape media to serve the needs of 
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a wide range of learners. Prose and point 
form summaries for each project cover a 
range of standard topics such as educa­
tional mission, problems encountered, 
delivery system, finances, administrative 
structure and observations about distance 
learning. This is an excellent directory for 
planners and administrators seeking 
models for implementing innovative tele­
communication-based learning strategies 
for their institutions. 

Planning for the successful implementa· 
tion of information technologies, argues 
Wilson Dizard, Jr., requires strong central 
leadership and the participation of all, or 
as many as possible of the sub-groups in 
society. Otherwise, he states, we risk 
making decisions which will benefit elites 
and will ultimately undermine democratic 
freedoms. 

In The Coming Information Age 
Dizard provides a summary of the 
development of computer, satellite and 
telephone communications in the United 
States, and the facts lo demonstrate the 
economic preeminence of the telecom­
munications sector in the 1980' s. His 
discussion of the follies of Washington 
bureaucratic communication planning 
and corporate gamesmanship underscores 
similar points made by John Wicklein in 
his largely ignored but insightful , Elec­
tronic Nightmare. Dizard's observations 
on the dangers awaiting society if cor­
porate machinations, and government 
disarray, regarding telecommunications 
policies persists, will give Canadians con• 
siderable cause for anxiety. The recent 
track record of Francis Fox's DOC man­
darins, and the CRTC, typify the frenetic 
approach to planning Dizard advises we 
must foresake . In this advice there is also 
a strong message for educational plan­
ners. 
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